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a b s t r a c t

Particle dispersion behavior of dense gas–particle flows in a downer affected by gravity environment
is numerically simulated using an Euler–Euler two-fluid approach incorporating unified-second-order-
moment two-phase turbulent models and kinetic theory of granular flows (USM-�). Anisotropy of
gas–solid two-phase stress and the interaction between two-phase stresses are fully considered by
two-phase Reynolds stress model and the transport equation of two-phase stress correlation. The flow
behavior of particles in a downer of Wang et al. (1992) [27] experiments is predicted under earth gravity,
lunar gravity and microgravity environment. Simulation results of particle concentration and particle
velocity are in good agreement with measurement data under earth gravity environment. Comparison
owner

ense gas–particle flows
umerical simulation

earth gravity to lunar and microgravity condition, peak value of particle concentration is shifted to near
center region and axial particle fluctuation velocity is larger than that of approximately 3.0 times. Par-
ticle temperature, particle heterogeneities dispersion and particle–particle collision are weakened due
to decrease gravity. Furthermore, roles of particle and gas kinetic energy in particle–fluid system are
alternated. Both particle kinetic energy and gas kinetic energy are greater than ones under earth gravity

conditions.

. Introduction

In order to acquire a rare mineral resource (i.e. helium III) for
olving energy crisis of human being in lunar or deep space stel-
ar, it is important for us to clearly understand the mechanism
f particle–fluid system under different space gravity environ-
ent. Lunar gravitational acceleration is approximately equal to

he one-sixth of earth and differs from other planets such as Mars,
ercury, etc., with the microgravity environment with 10−2 to 10−3

imes by earth gravity [1–3]. Microgravity environment obtained
y the ground-based test is very difficult to achieve. Therefore,
umerical simulation validated by ground-based test predicting
ydrodynamics of particle–fluid system under other gravity envi-
onment is necessary. Dense gas–particle flows are encountered
n fluidized beds, riser and downer reactors and near wall zone of
ilute swirling gas–particle flows. With many advantages such as

ood gas–solids contact, less gas and solids back-mixing, a short
ontact time and more uniform residence time distribution com-
ared with the up-flow fast fluidized bed riser, downer reactors
ecome more advantageous over risers for reactions of very short
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residence time and reactions where the intermediates are the desir-
able products [4–13].

Particle–particle collision plays an important role in behav-
ior of two-phase turbulence flows. Computational fluid dynamics
(CFD) with an Eulerian–Eulerian two-fluid modeling approaches
have been widely used to predict hydrodynamics in circulated
fluidized bed (CFB). In this scheme, the constitutive relation for
particle–particle collision may be obtained from the kinetic the-
ory of granular flow proposed by Lun et al. [14] and Gidaspow and
co-worker [28]. Numerical studies have shown the capability of
this kinetic theory approach for modeling downers. This theory is
similar to an analogy between the dense gas kinetic theory and the
particle random fluctuation due to particle collision, which causes
the transfer of particle momentum and produces particle pressure
and viscosity. Particle pressure and viscosity depend on the magni-
tude of small-scale particle fluctuations. It can be described by the
particle pseudo-thermal energy from the particle stress and dis-
sipating through the inelastic collisions between particles. Savage
[15] and Gidaspow [16] derived the full equations of kinetic theory
for granular flows. Sinclair and Jackson [17] first applied this the-

ory to set up a laminar gas-phase and laminar particle-phase model
to simulate the fully developed flow in vertical pipes. Considering
the effect of gas turbulence, Bolio et al. [18] accounted for both gas
turbulence modeled by a low Renumber k–ε model and particle
fluctuation due to collision. Lu and Gidaspow [10], Lu et al. [19]
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nd Wang et al. [20] simulate the gas–particle flow in riser reactors
sing the kinetic theory, in which the gas turbulence is modeled
sing large eddy simulation. All of these studies considered that
he particle flow is laminar flow and is not turbulence flow. Thus,
arge-scale fluctuation from particle turbulence is neglected. So,
hou [21], Zhou et al. [22], Zhou and Chen [23] and Liu et al. [24]
roposed a k–ε–kp model, a USM and a sub-grid scale USM model to
imulate gas–particle turbulence flows. USM model can fully con-
ider both the anisotropy of gas–solid two-phase stresses and the
nteraction between two-phase stresses using two-phase Reynolds
tress model using two-phase Reynolds stress incorporated with
he transport equation of two-phase stress correlation correlations.
heng et al. [6] proposed a k–ε–kp–� dense gas–particle two-
hase flow four equation model and Zheng et al. [25] established
k–ε–kp–εp–� dense gas–particle two-phase flow five equation
odel to successfully simulate the downer and riser particle tur-

ulence. Those simulated results well agreed with experimental
ata. It demonstrates that this idea of small-scale fluctuations due
o particle–particle collision and large-scale fluctuations due to par-
icle turbulence is reasonable.

To date, particle dispersion behavior in downer under earth
ravity, microgravity and lunar gravity environment have never
een reported. In the paper, USM-� model is used to study and dis-
uss for the mechanism of particle dispersion behavior affected by
ravity environment.

. Conservation equations for gas and particle flows

Conservation equations in two-fluid model for gas and particle
ows with constitutive relations and closure model, is listed below.

.1. Continuity and moment equations

The continuity equations for gas (k = gas) and particle
k = particle) are:

∂

∂t
(˛k�k) + ∂

∂xj
(˛k�kuki) = 0 (1)

here ˛k is the volume fraction of phase k, uki the velocity vector
f phase k, and �k the density of phase k.

The momentum balance equation for the gas-phase and
article-phase are:

∂(˛g�gugi)
∂t

+ ∂(˛g�gugkugi)
∂xk

= Sg − ˛g
∂p

∂xi
+ ∂

∂xk
(�gik − ˛g�gu′

gi
u′

gk
) − ˇ(ugi − usi) (2)

∂(˛p�pusi)
∂t

+ ∂(˛p�pupkupi)
∂xk

= Sp − ˛p
∂p

∂xi
−∂pp

∂xi
+ ∂

∂xk
(�pik − ˛p�pu′

pk
u′

pi
) + ˇ(ugi − upi) (3)

here Sg = ˛g�gg and Sp = ˛p�pg is the gravity source term for gas-
nd particle-phase to consider the affected by gravity environment,
the gravity acceleration, p the thermodynamic pressure, ˇ the

nterface momentum transfer coefficient, respectively. �g and �p

re gas-phase and particle-phase viscous stress tensor, they are
losed by:(

∂u ∂u
)

∂u

g,ij = �gl

gi

∂xj
+ gj

∂xi
− 2

3
�gl

gj

∂xj
ıij (4)

p,ij = �p

(
∂upi

∂xj
+ ∂upj

∂xi

)
− 2

3
�p

∂upj

∂xj
ıij (5)
Journal 158 (2010) 281–289

2.2. Interphase moment exchange

In order to couple the momentum transfer between gas- and
particle-phase, a model for the drag force is required. For porosities
less than 0.8, the pressure drop due to friction between gas and
particles can be described by the Ergun equation. For porosities
greater than 0.8, Wen and Yu equation was used:

ˇ = 150
˛2

p�g

˛gd2
p

+ 1.75
˛p�g

∣∣�ug − �up

∣∣
dp

, ˛g < 0.8 (6)

ˇ = 3
4

CD

˛p�g

∣∣�ug − �up

∣∣
dp

˛−2.65
g , ˛g ≥ 0.8 (7)

CD = 24
Rep

(1 + 0.15Re0.687
p ), Rep ≤ 1000 (8)

CD = 0.44, Rep > 1000 (9)

Rep =
˛g�gdp

∣∣�ug − �up

∣∣
�g

(10)

2.3. Reynolds stress equations of gas- and particle-phase

The gas Reynolds stress equation is:

∂(˛g�gu′
gi

u′
gj

)

∂t
+

∂(˛g�gugk · u′
gi

u′
gj

)

∂xk

= Dg,ij + Pg,ij + ˘g,ij − εg,ij + Gg,gp,ij (11)

where the terms on the right-hand side of Eq. (11) stand for the
diffusion term, shear production term, pressure–strain term, dissi-
pation term and gas–particle interaction term, respectively. They
are closed as follows:

Dg,ij = ∂

∂xk

(
Cg˛g�g

kg

εg
u′

gk
u′

gl

∂u′
gi

u′
gj

∂xl

)
(12)

Pg,ij = −˛g�g

(
u′

gk
u′

gj

∂ugi

∂xk
+ u′

gk
u′

gi

∂ugj

∂xk

)
(13)

∏
g,ij

=
∏

g,ij,1
+
∏

g,ij,2
= −Cg1

εg

kg
˛g�g

(
u′

gi
u′

gj
− 2

3
kgıij

)
− Cg2

(
Pg,ij − 2

3
Pgıij

)
(14)

Pg = −˛g�gu′
gk

u′
gi

∂ugi

∂xk
(15)

Gg,gp,ij = ˇ(u′
pi

u′
gj

+ u′
gi

u′
pj

− 2u′
gi

u′
gj

) (16)

The particle Reynolds stress equation is:

∂(˛p�pu′
pi

u′
pj

)

∂t
+

∂(˛p�pupk · u′
pi

u′
pj

)

∂xk

= Dp,ij + Pp,ij + ˘p,ij − εp,ij + Gp,gp,ij (17)

where the terms on the right-hand side of Eq. (17) stand for the
diffusion term, shear production term, pressure–strain term, dissi-
pation term and gas–particle interaction term, respectively. They
are closed as follows:

∂
(

kp ′ ′ ∂u′
pi

u′
pj

)

Dp,ij =

∂xk
Cs˛p�p εp

u
pk

u
pl ∂xl

(18)

Pp,ij = −˛p�p

(
u′

pk
u′

pj

∂upi

∂xk
+ u′

pk
u′

pi

∂upj

∂xk

)
(19)
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p,ij
=
∏

p,ij,1
+
∏

p,ij,2
= −Cp1

εp

kp
˛p�p

(
u′

pi
u′

pj
− 2

3
kpıij

)
− Cp2

(
Pp,ij − 2

3
Ppıij

)
(20)

p,ij = 2
3

ıij˛p�pεp (21)

p,gp,ij = ˇ(u′
pi

u′
gj

+ u′
pj

u′
gi

− 2u′
pi

u′
pj

) (22)

or dense gas–particle flows, pressure–strain term and dissipation
erm caused by particle pressure Pp and particle viscosity shear
tress εp,ij for particle–particle collision. It results in the redistribu-
ion and dissipation of particle Reynolds stress in every direction.
hus, particle temperature is incorporated into USM model.

.4. Dissipation transport equations of turbulent kinetic energy

Dissipation transport equations of turbulent kinetic energy for
as- and particle-phase are:

∂(˛g�gεg)
∂t

+ ∂(˛g�gugkεg)
∂xk

= ∂

∂xk

(
Cg˛g�g

kg

εg
u′

gk
u′

gl

∂εg

∂xl

)

+ εg

kg

[
cε1(Pg + Gg,gp) − cε2˛g�gεg

]
(23)

∂(˛p�pεp)
∂t

+ ∂(˛p�pupkεp)
∂xk

= ∂

∂xk

(
˛p�pCd

p
kp

εp
u′

pk
u′

pl

∂εp

∂xl

)

+ εp

kp

[
Cεp,1(Pp + Gp,gp) − Cεp,2˛p�pεp

]
(24)

here

g = −˛g�gu′
gk

u′
gi

∂ugi

∂xk
(25)

p = −εp�pu′
pi

u′
pk

∂upi

∂xk
(26)

As for the interaction correlation term of gas–particle tur-
ulence, Zhou and Chen [23] established the simply closed
orrelations using a non-dimensional analysis, and kinetic energy
s always greater than zero. But, it is found that it always smaller
han gas and particle kinetic energy in many experiments. That
s it means the negative existing. Therefore, it is reasonable that
his term will be dealt with a turbulence dissipation term for
as–particle-phase. Mohanarangam and Tu [26] proposed the cor-
elation transportation equation based on the isotropic turbulence
inetic energy (scalar quantity). Only the shortcoming is that the
losed transportation equation cannot reflect the anisotropic tur-
ulence flows. In this works, interaction correlation term indicating
nisotropic gas–particle two-phase turbulence flows can be mod-
led by the following transport equation:

∂u′
pi

u′
gj

∂t
+ (ugk + upk)

∂u′
pi

u′
gj

∂xk
= Dgp,ij + Pgp,ij + ˘gp,ij − εgp,ij + Tgp,ij

(27)

here the terms on the right-hand-side stand for the diffusion
erm, shear production term, pressure–strain term, dissipation
erm and gas–particle interaction term, respectively. They are

losed as follows:

gp,ij = ∂

∂xk

(
Cgp,3

(
kp

εp
u′

pk
u′

pl
+ kg

εg
u′

gk
u′

gl

)
∂u′

gi
u′

pj

∂xl

)
(28)
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Pgp,ij = −u′
pi

u′
gk

∂ugj

∂xk
− u′

pk
u′

gj

∂upi

∂xk
(29)

Pgp = −1
2

(
u′

pi
u′

gk

∂ugi

∂xk
+ u′

pk
u′

gi

∂upi

∂xk

)
(30)

∏
gp,ij

=
∏

gp,ij,1
+
∏

gp,ij,2
= −Cgp,1

�rp

(
u′

pi
u′

gj
− 2

3
kgpıij

)
− Cgp,2

(
Pgp,ij − 2

3
Pgpıij

)
(31)

Tgp,ij = ˇ

˛g�g˛p�p
(˛p�pu′

pi
u′

pj
+ ˛g�gu′

gi
u′

gj
− (˛g�g + ˛p�p)u′

gj
u′

pi
)

(32)

εgp,ij =
u′

pi
u′

gj

min(�rp, (kp/εp))
(33)

2.5. Equations of particle temperature

The conservation equation of particle fluctuating energy or
translational granular temperature is:

3
2

[
∂(˛p�p�)

∂t
+ ∂(˛p�pupk�)

∂xk

]
= ∂

∂xk

(
Cp˛p�p

k2
p

εp

)
+ ∂

∂xk

(
kp

∂�

∂xk

)

+ �p

(
∂upk

∂xi
+ ∂upi

∂xk

)
∂upi

∂xk
+ �pεp − pp

∂upl

∂xl

+
(

	p − 2
3

�p

)(∂upl

∂xl

)2

− 
p (34)

where kp is the conductivity coefficient of granular temperature, it
is as follows:

kp = 150
384(1 + e)g0

�pdp

√
��
[

1 + 6
5

(1 + e)g0˛p

]2

+ 2˛2
p�pdpg0(1 + e)

√
�

�
(35)

The translational fluctuation energy dissipation rate is:


p = 3(1 − e2)˛2
p�pg0�

[
4
dp

√
�

�
− ∂upk

∂xk

]
(36)

The bulk solids viscosity is:

	p = 4
3

˛2
p�pdpg0(1 + e)

√
�

�
(37)

The radial distribution function g0, can be seen as a measure for the
probability of inter-particle correlation:

g0 =
[

1 −
(

˛p

˛p,max

)1/3
]−1

(38)

where dp is the particle diameter, e the coefficient of particle resti-
tution, εp,max is the particle maximum volume fraction at random

packing.

The particle pressure represents the particle normal forces due
to particle–particle interaction. It is calculated as follows:

Pp = ˛p�p[1 + 2(1 + e)˛pg0]� (39)
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Table 1
Empiric constants.

validate the simulation code under earth gravity environment. The
downer is 7 m high with as diameter of 0.14 m. The average gas inlet
velocity is 4.33 m/s and particles flow rates is Gs = 70 kg/(m2 s). The
particle-phase is fluidized catalytic cracking (FCC) particles with
a size of 54 �m and material density is 1545 kg/m3. The computa-
Fig. 1. Scheme drawing of 2D downer with inlet and initial conditions.

The equation of particle viscosity can be expressed as a function
f granular temperature of the following equations:

p= 2�p,dil

(1+e)g0

[
1+4

5
(1 + e)g0˛p

]2
+ 4

5
˛2

p�pdpg0(1 + e)

√
�

�
(40)

p,dil = 5
96

�pdp

√
�� (41)

.6. Boundary conditions and experiments
For boundary conditions, at the inlet, particle with a flat uni-
orm velocity profile and air with a parabolic velocity profile are
et. All velocity and volume fraction of both phase were specified.
veraged inlet superficial gas-phase velocity is 4.33 m/s. Parti-
le volume fraction is 0.02. The normal components of Reynolds

Fig. 2. Effects of grid sizes on particle concentration.
c1 c2 c� c�1 c�2 c�p cpg1 cpg2 c�p1 c�p2

1.8 0.6 0.09 1.44 1.92 0.09 1.8 0.6 2.5 1.5

stresses are assumed to have an isotropic inlet distribution and
the shear stresses are determined by eddy viscosity expressions.
The turbulent kinetic energy and its dissipation rate are taken by
empirical expressions. At the outlet, the fully developed flow con-
ditions of two-phase are taken. At the wall, no slip condition is
used for gas-phase velocity and gas Reynolds stress are determined
via production term including the effect of wall function for near
wall grid nodes. (∂ϕ/∂x) = 0(ϕ = ug,p, vg,p, u′

g,p, . . .). Particle-phase
used a partial slip condition considering the wall roughness [8].
At the near wall grid nodes, the wall-function approximation is
used. At the axis, symmetric conditions are adopted for both the
two phase. The convergence criteria for gas- and particle-phase are
mass source 1.0 × 10−4. The code is written in Fortran-90 languages,
consisting of 14000 statements. Empiric constants are showed in
Table 1.

Experiment for downer carried out by Wang et al. [27] is used to
Fig. 3. Comparison of particle concentration.

Fig. 4. Comparison of particle axial averaged velocity.
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Fig. 5. Contour of particle concentration under different gravity environment (a,
g = 9.8 m/s2; b, g = 1.667 m/s2; c, g = 0.0098 m/s2).

Fig. 6. Distribution of axial particle fluctuation velocity.
Fig. 7. Distribution of radial particle fluctuation velocity.

tional grid nodes are 141 × 351. The governing equations are solved
by a finite volume method. The calculation domain is divided into a
finite number of the control volumes. At main grid points placed in
the center of the control volume, scalar quantity parameters such
as the volume fraction of particles, density and turbulent kinetic
energy are stored. A staggered grid arrangement is used and the
velocity components are solved at the volume surfaces. The con-
servation equations are integrated in the space time and space. The
finite differential equations are solved by semi-implicit pressure
linked equations-corrected (SIMPLEC) algorithm to correct p–v cor-
relation with tri-diagonal marching algorithm (TDMA) line-by-line
iteration and under-relaxation.

3. Simulated results and discussions

In the experiment, hydrodynamics of co-current down-flow
gas–solid suspension in circulating fluidized bed (CDCFB) reactor
was measured. The parameters of the geometry, particle proper-
ties and computational mesh layout of CFB downer are shown in
Fig. 1. Initially the downer column was empty and the velocities of
both phases were assumed to be zero.

Sensitivity of computed particle concentration distribution to
spatial grid sizes is tested. The qualitative impact of the grid
on the distribution of particle concentration is shown in Fig. 2.
Although the distribution of concentration exhibit the same trends
along radial direction, the difference is obvious. The most signif-

icant discrepancy is located in the center region. An agreement
results between medium and finer grid size is found. Therefore,
the medium grid size is used to reduce the computation times.

Fig. 3 shows comparison of particle concentration under the
earth, lunar and microgravity gravity environment (g = 9.8 m/s2 for
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arth, g = 1.667 m/s2 for lunar and g = 0.0098 m/s2 for microgravity),
espectively. Predicted results under earth gravity are agreed well
ith the experiment. The higher particle concentration phenomena

ocated in near wall region with a peak value. Co-current two-phase
ows with lower particle concentration as well as flat profile are

n accordance with measured results. For lunar and microgravity
onditions, peak value is shifted to near center region. Both peak
alue and central region value are less than those of earth gravity.
eak value will affect greatly the heat transfer, reaction time, abra-
ion, etc. The lower particle concentration formed at the wall zone,
n which differs from that of earth. Furthermore, the distributions
rofile and value have a similarity characters.

These special phenomena for lunar and microgravity can be
xplained as follows: peak value indicates the maximum parti-
le concentration is produced. As for higher particle concentration,
ffects of particle–particle collisions are obvious. It leads to take a
reater influence on gas–particle behavior by means of energy dis-
ipation and energy transportation. In fact, for the co-existence of
ingle particle and clusters (higher particle concentration), energy
ill transfer to particles and drive them break from clusters and
ove independently. Therefore, peak value will take a greater influ-

nce on gas–particle behaviors. Although particles are going to clus-
er to some extents in downer, cluster system is loose relatively due
o gravity effects. For g = 9.8 m/s2, the highest particle concentra-
ion is obtained near wall region. However, with decrease of gravity
alue, gravity effects are reduced. Effects of particle–particle colli-
ion and particle–wall collision are in dominance. “Compacted clus-

er”, compared with “loose cluster” due to gravity effects, prevent
articles from escaping. Under lunar and microgravity conditions,
he maximum particle concentration deviated from near wall zone
nd the lower particle concentration is found at the wall zone. It is
ifferent entirely from that of earth gravity due to gravity effects.

Fig. 8. Distribution of pa
Journal 158 (2010) 281–289

As for the particle axial averaged velocity, simulated results
under earth gravity are in good agreement with measured data
(see Fig. 4). But there is still a little discrepancy with experiments.
The reason is that particle rotation and particle friction stress was
neglected in particle temperature model. This drawback is further
to be improved in the future research. For other gravity, their val-
ues are almost unchanged. Especially, values in lunar gravity are
less than others near central region. It means that the residence
time of flows has a constants value basically. Therefore, presented
mathematical model and calculating code are validated by exper-
imental data under gravity conditions. It may be used to predict
gas–particle hydrodynamics in downer under lunar and micro-
gravity conditions, especially the ground-test validation should be
further studied.

Fig. 5 gives the simulated contour of particle concentration
under different gravity environment. Particle concentrations are
higher near wall zone and are lower in center region. Under dif-
ferent gravity conditions, the coherent structure differed from
core-annular structure in a riser can be found. At the same time,
all the distribution tendency of particle concentration is similar. It
indicates the flow structure has character of uniformity. However,
it decreases gradually to center region.

Fig. 6a and b shows the simulated distribution of axial par-
ticle fluctuation velocity at the height section of 1.1 and 5.8 m,
respectively. At the inlet, peak value can be found in Fig. 6a. under
earth gravity and not found under other gravity. It can be seen
that the fluctuation velocity is lower in the center and is higher

near wall region. With the development of flow, fluctuation inten-
sity is strengthened as well as fluctuation velocity is higher in the
center and lower near wall region. When r/R is less than 0.7, fluctu-
ation intensity profile is flat. Near wall region, fluctuation intensity
profile is decreased. Under lunar gravity, fluctuation intensity is

rticle temperature.
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ig. 9. Distribution of particle temperature with different gravity environment (a,
= 9.8 m/s2; b, g = 1.667 m/s2; c, g = 0.0098 m/s2).

ess than that of earth gravity and larger than that of micrograv-
ty. Therefore, decrease of gravity leads to reduce the fluctuation
ntensity.

Fig. 7a and b shows the simulated distribution of radial par-
icle fluctuation velocity at the height section of 1.1 and 5.8 m,
espectively. Decrease of gravity value reduced greatly radial par-
icle velocity fluctuation. But, it is enhanced the fluctuation at
/R = 0.0–0.3 and height = 1.1 m position. Radial fluctuation near
all region is larger than that of in center region at inlet, and is

maller at the fully development region. For lunar and microgravity,
uctuation keep a same level basically. Comparison of axial par-
icle velocity fluctuation under earth gravity, it is approximately
.0 times greater than that of lunar gravity and microgravity. The
ower gravity, particle turbulence is lower. Thus, particle turbu-
ence is affected by the particle–particle collision. Compared Fig. 7a
o Fig. 7b, fluctuation in fully development region is larger than inlet
egion ones.

ig. 10. Distribution of axial–axial fluctuation velocity correlation of gas and parti-
le.
Fig. 11. Comparison of turbulent kinetic energy of gas- and particle-phase under
different gravity environment.

Fig. 8a–d shows the simulated distribution of particle temper-
ature at the height section of 1.1, 3.5, 5.8 and 6.9 m, respectively.
It can be seen that particle temperature is lower near wall region
and is higher in center region due to higher particle concentration
with the greater energy decapitations. Under microgravity condi-
tions, particle temperature near wall zone is slightly less than that
of center region. This phenomena is thoroughly differ form that of
earth condition. It indicates that effects of decreasing gravity value

reduce greatly particle collision at center region with lower par-
ticle concentration. Decrease of gravity value, particle fluctuation
is reduced due to particle–particle collisions. Under lower grav-
ity conditions, particle temperature is lower and particle–particle
collision is weaker. Decrease of gravity leads to reduce fluctua-
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ion intensity. The lower gravity, particle temperature is lower and
article–particle collision is weaker. Compared Figs. 7 and 8, it can
e seen that particle temperature due to particle–particle collisions

s smaller than particle fluctuation both axial direction and radial
irection.

Fig. 9a–d shows distribution of particle temperature with differ-
nt gravity environment. Maximum particle temperature value is
ocated in near wall region (see Fig. 9a) and is in near center region
see Fig. 9b). No obviously maximum value is found in Fig. 9c and
. Particle dispersion in the whole field is disturbed by gravity, and
article temperature reduced with the decrease of gravity value.

Fig. 10 shows distribution of axial–axial fluctuation velocity cor-
elation of gas and particle. The gas–particle fluctuation velocity
orrelation is an important term in the USM two-phase turbu-
ence model, which represents the turbulence interaction between
he gas and particle Reynolds stresses. Decrease of gravity value
educed particle heterogeneities dispersion behavior in axial direc-
ion and had a little influence in radial direction. Comparison of
ig. 6b, it can be seen that axial particle velocity fluctuation upup is
bout 4.5 times greater than that of upu. It indicates that particle dis-
ersion presents the obvious anisotropic characters. Furthermore,
as and particle take on the different transport behavior for inertia
ction, in which is affected by gravity conditions.

Fig. 11 shows comparison of turbulent kinetic energy of gas- and
article-phase along downer height under different gravity envi-
onment. As we can see that particle kinetic energy is almost larger
han gas and peak value is found at about the middle of downer
see Fig. 11a). As shown in Fig. 11b, particle kinetic energy is larger
han that of gas at the outlet region. However, it is smaller than
article one at the middle and inlet region. From Fig. 11c and d,
article kinetic energy is smaller than that of gas at all the whole
eld section. Thus, the roles of particle and gas kinetic energy in
article–fluid system are alternated due to the decrease of gravity.
nder earth gravity conditions, both particle and gas kinetic energy
re grater greatly than those of other gravity conditions.

. Conclusions

1) The presented Euler–Euler two-fluid model with USM-� for
dense gas–particle flows in a downer considered fully the
anisotropy of gas–solid two-phase stresses and the interaction
between two-phase stresses are fully considered by two-phase
Reynolds stress model and the transport equation of two-phase
stress correlation.

2) Under all of the earth, lunar and microgravity conditions, the
gas–particle flow is uniform with flat velocity profile in center
region.

3) Decrease of gravity causes to reducing the particle fluctuation
intensity, particle temperature and heterogeneities dispersion.
Furthermore, particle concentration peaks is shifted to near
center region.

4) The roles of particle and gas kinetic energy in particle–fluid
system are alternated due to the decrease of gravity. Under
earth gravity conditions, both particle and gas kinetic energy
are grater greatly than those of other gravity conditions.

omenclature

diffusion term

source term
kinetic energy
pressure
production term
correlation term

[
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t time
V, v velocity

Greek alphabets
˛ volume fraction
ı Kronic–Delta unit tensor
ε dissipation term
� dynamic viscosity
 kinematic viscosity
˘ pressure–strain term
� density
� stress

Subscripts
i,j,k,l coordinates directions
g,p gas and particle
l laminar
r relaxation
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